
Basic Stats/Probability

Some definitions for everything below:

� X, Y , and Z are random variables

� a, b, c, d are constants

� Whenever you see µX or σ2
X , know that this is the mean and variance (respectively) of the random

variable X

� XN is a sample mean from a sample of random variables Xn drawn from the same distribution.

� s2X is the sample variance calculated from a sample of X.

Most of the rules follow almost immediately from the basic definitions, so you should test yourself by
trying to prove each of them. It will also help you a lot if you know these rules like the back of your
hand.

� E[aX + bY ] = aE[X] + bE[Y ]

� C(X, Y ) = E[(X − µX)(Y − µY )] = C(Y,X)

� C(a+ bX, Y ) = bC(X, Y )

⇒ C(a+ bX, c+ dY ) = bdC(X, Y ).

� C(aX + bY, Z) = aC(X,Z) + bC(Y, Z)

� X ⊥⊥ Y ⇒ C(X, Y ) = 0

� V[X + Y ] = X + Y + 2C(X, Y )

� ⇒ V [
∑

nXn] =
∑

n [Xn] if X1 ⊥⊥ X2... ⊥⊥ XN

� E[XN ] = µX

� V[XN ] = 1
N
V[X] if X1 ⊥⊥ X2... ⊥⊥ XN (i.e. iid sample)

� E[E[X|Y ]] = E[X] (Law of Iterated Expectations)

� E[X|Y ] = 0 ⇒ E[XY ] = 0

� E[X|Y ] = a ⇒ C(X, Y ) = 0

� If X ∼ N (µX , σ
2
X), Y ∼ N (µY , σ

2
Y ) and Z = X + Y , then Z ∼ N (µX + µY , σ

2
X + σ2

Z + 2σXY )
where σXY = C(X, Y ).

� When XN comes from an iid sample and V[X] <∞, limN→∞ P
[
XN−µX

sX
≤ zα

]
= 1− α where zα

solves P [Z ≤ zα] = 1− α where Z ∼ N (0, 1).

Now, let X be a random column vector, and let X1, X2, ...., XN be an iid sample of size N . Let
µX = E[X] and ΣX = V[X] = E[(X − µX)(X − µX)T ]. Let C be a constant matrix.

� V[CX] = CΣXC
T .
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� X →p µX (law of large numbers)

�

√
N(X − µX)→d N (0,ΣX) (central limit theorem)

� If
√
N(β̂−β)→d N (0,Σ) and H0 : Rβ− c = 0 then we can test H0 with the Wald or Chi squared

test statistic which follows under the null:

(Rβ̂ − c)T (RΣ̂RT )−1(Rβ̂ − c) ∼ χ2
L

where L is the “degrees of freedom”, the number of rows in R. We reject the null if this statistic
exceeds a suitably defined critical value.

OLS

Let E[Yn|xn] = xnβ where xn is a row vector. Let X be N iid observations of xn stacked vertically and
the same for Y .

� OLS estimator: β̂ = (XTX)−1XTY

� Variance for β̂:

V[β̂] =
1

N
E[xTnxn]−1E[xTnxnε

2
n]E[xTnxn]−1

� And if E[ε2n|xn] = σ2,

V[β̂] =
1

N
E[xTnxn]−1σ2

� To estimate V[β̂] in general:

V̂β = (XTX)−1
∑
n

xTnxε̂
2
n(XTX)−1

� And if E[ε2n|xn] = σ2:

V̂β̂ =
1

N
(XTX)−1

∑
n

ε̂2n

Instrumental Variables

Let the first stage be
xn = znπ + εn

with a second stage
Yn = xnγ + ηn

Let X be all of the xn stacked in a vector and Z the same for z.

� The 2SLS estimator is
γ̂ = (X̂ ′X̂)−1X̂ ′Y

and
X̂ = Z(Z ′Ẑ)−1Z ′Y
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� The variance of the 2SLS estimator is approximately:1

Vγ̂ = σ2
η

(
QXZQ

−1
ZZQ

′
XZ

)−1
where σ2

η = E[η2|z], QXZ = E[x′z] and QZZ = E[z′z]. The variance can be estimated as

V̂γ̂ = s2(X ′Z(Z ′Z)−1Z ′X)−1

where

s2 =
1

N

∑
η̂2n, η̂n = Yn − xnγ̂

1This approximation is derived from the asymptotic variance implied by the central limit theorem.
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